
MMToM-QA: Multimodal Theory of Mind 
Question Answering



Theory of Mind (the ability to understand people’s mind)

— Towards AI agents with social intelligence



An example human ToM experiment: Sally-Anne test

Understand this story from 
images and/or text



Prior Theory of Mind benchmarks are unimodal

Video benchmarks
AGENT (Shu et al., 2021)

Text benchmarks
ToMi (Le et al., 2019)



Multimodal Theory of Mind Question Answering (MMToM-QA)

Video of a person’s 
household activities

Text description of 
the environment 
and the actions

Question about 
the person’s mind



Diverse Scenarios for Belief and Goal Inference



Prior benchmarks: < 100 tokens, < 500 frames

Longer text and video context



Procedural generation of QAs



Training Data

1000 synthesized videos of human household activities (no training QAs)

GT goals, beliefs
+



Results on MMToM-QA

● Humans perform the best in the multimodal condition



Results on MMToM-QA

● LLMs and LMMs perform poorly compared to humans 🙁



Scene: The microwave holds two cupcakes … The cabinet is filled 
with a bag of chips …
Actions: Jennifer heads towards the cabinet and is about to open it.

Question: If Jennifer has been trying to get a cupcake, which one of 
the following statements is more likely to be true?
(a) Jennifer thinks that there isn’t a cupcake inside the cabinet.
(b) Jennifer thinks that there is a cupcake inside the cabinet.

GPT-4V

(a) … Since Jennifer is 
heading towards the cabinet 
which is said to contain a 
bag of chips, but no mention 
of cupcakes, it suggests that 
Jennifer does not think there 
is a cupcake inside that 
cabinet.

GPT-4V cannot distinguish 
belief from the true world state

A failure example of GPT-4V



How can we bridge the gap between 
model and human performance?



BIP-ALM: Bayesian Inverse Planning Accelerated by Language Models 

● Extracts symbolic representations from video



BIP-ALM: Bayesian Inverse Planning Accelerated by Language Models 
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BIP-ALM: Bayesian Inverse Planning Accelerated by Language Models

● Extracts symbolic representations from video and text

● Aligns and fuses the representations



Fusion



BIP-ALM: Bayesian Inverse Planning Accelerated by Language Models 

● Extracts symbolic representations from video and text

● Aligns and fuses the representations

● Conducts inverse planning using language models



BIP-ALM: Bayesian Inverse Planning Accelerated by Language Models 

Bayesian Inverse Planning (Baker et al., 2009, 2017)

Computational bottleneck

Planning in large state & action spaces under partial observability

Language models for estimating the action likelihood



Language models for estimating the action likelihood 

Finetune LMs on synthetic data (with LoRA):

Using the training videos

20,000 samples of “goal, state, belief -> action” transitions



Results on MMToM-QA

● LLMs and LMMs perform poorly compared to humans 🙁
● Our method shows promising results 😊



Human ToM benefits from multimodal inputs

LLMs and LMMs perform poorly

BIP-ALM shows promising results, benefiting from:

(1) the modality-invariance of symbolic representations

(2) the robustness and interpretability of inverse planning

(3) the scalability and flexibility of language models

Main Takeaways



Future directions

Multimodal Theory of Mind: Question Answering → Planning

Multimodal assistive agents (e.g., perception, verbal communication)

Robots, web agents, etc., performing tasks interactively with humans



https://chuanyangjin.com/mmtom-qa

Multimodal Theory of Mind 
Question Answering

Code, data & 
leaderboard


