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Here is an interaction 
between Kevin and Jessica











Question: If Jessica knows what is 
inside the cabinet in the bedroom, 

which of the following is MOST likely?



A) Jessica is trying to help 
Kevin



B) Jessica is trying to hinder 
Kevin



C) Jessica is indifferent 
towards Kevin’s goals
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LIMP (Language model-based Inverse Multi-Agent 
Planning)



LIMP (Language model-based Inverse Multi-Agent 
Planning)





What is the person doing?



What is the person doing?

VLM might say:  The person is 
grabbing a mug

LIMP: The person is grabbing something
Where is 
the milk? LIMP (Using Context):

The person is grabbing 

In the conversation,

a bottle of milk





LIMP (Language model-based Inverse Multi-modal 
Planning)





Suppose that Jessica knows the 
location of the magazine and 
want to help Kelvin …

Where is the magazine? 

Where does Jessica 
believe the magazine is? 

Not in the cabinet

Somewhere other 
than the cabinetIs this true?







Why do VLMs 
perform poorly?



Could it be due to poor action extraction?



Why does LIMP 
outperform the best 

VLMs?





Summary

● First Multi-modal Multi-Agent 
Theory of Mind Benchmark

● Existing LLMs perform very 
poorly on MuMA-ToM

● LIMP addresses problem through 
error correction and inverse 
planning
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